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Systematic Review of Intelligent Tutoring Systems for Hard Skills Training in Virtual Reality Environments

Joakim Laine, Timo Lindqvist, Tiina Korhonen, Kai Hakkarainen

Abstract

Advances in immersive virtual reality (I-VR) technology have allowed for the development of I-VR learning environments (I-VRLEs) with increasing fidelity. When coupled with a sufficiently advanced computer tutor agent, such environments can facilitate asynchronous and self-regulated approaches to learning procedural skills in industrial settings. In this study, we performed a systematic review of published solutions involving the use of an intelligent tutoring system (ITS) to support hard skills training in an I-VRLE. For the seven solutions that qualified for the final analysis, we identified the learning context, the implemented system, as well as the perceptual, cognitive, and guidance features of the utilized tutoring agent. Generally, the I-VRLEs emulated realistic work environments or equipment. The solutions featured either embodied or embedded tutor agents. The agents’ perception was primarily based on either learner actions or learner progress. The agents’ guidance actions varied among the solutions, ranging from simple procedural hints to event interjections. Several agents were capable of answering certain specific questions. The cognition of the majority of agents represented variations on branched programming. A central limitation of all the solutions was that none of the reports detailed empirical studies conducted to compare the effectiveness of the developed training and tutoring solutions.

Introduction

Recent advances in virtual reality (VR) hardware and software technologies have made it possible to provide professional hard skills training within virtual environments. Furthermore, according to a meta-analysis conducted by Kulik and Fletcher (2016), intelligent tutoring systems (ITSs) have now surpassed the effectiveness of computer-assisted instruction and human tutoring (p. 67). We are interested in the combination of VR and ITS technologies in the context of developing immersive virtual reality learning environments (I-VRLEs) for hard professional skills training. We hope that studying and developing I-VRLEs will render the self-study of professional hard skills possible. The present work focuses on studying the different types of self-study-enabling hard skills training solutions that have been developed and assessed in the past. In this context, professional hard skills are the technical skills necessary to operate diverse pieces of equipment and conduct procedures related to professional work. The applied training methods are generally performance-based training...
programs delivered by an expert in the relevant skill (Laker & Powell, 2011). Methods such as on-the-job training, master-apprentice teaching, and live-action simulations, whereby employees are trained in real working environments using a hands-on approach, represent popular means of hard skills training.

VR technologies utilize real-time motion tracking and three-dimensional (3D) graphics to create various imaginary yet realistic synthetic spaces. They are considered most appropriate for providing training in what would otherwise involve complex and high-risk situations (Zahabi & Razak, 2020). Prior studies have tended to overlook the fact that VR offers a more sustainable and cheaper way to provide training regarding certain resource-heavy work tasks, while virtualization allows product designs (e.g., machines, tools, and equipment) to be tested in order to detect potential faults or impracticalities (Steffen et al., 2019, p. 698). Regardless, VR technology can offer interactive immersion in realistic situations, including access to high-fidelity virtual objects and tools. In their theoretical analysis, Petukhov et al. (2017, p. 5) noted that the use of VR for professional training purposes can lower both the cost of training and the risk of damage to equipment and trainees. Moreover, they discovered that VR is already being used to perfect skilful actions and teach conceptual models of professional activity in various professional fields (e.g., industry, military, and education) (p. 3). In addition, VR has also been applied to help develop certain professionally important qualities, for example, developing the ability to maintain emotional stability during fire outbreak simulations (pp. 3-4).

Recent systematic literature reviews concerning ITSs have focused on their use in relation to psychomotor skills training (Neagu et al., 2020), learning path personalization (Nabizadeh et al., 2020), and research trends (Han et al., 2019; Soofi & Ahmed, 2019). ITSs have only rarely been integrated into VR due to the need for some type of virtual reality tutor extension to their interface model (Neagu et al., 2020). Yet, VR offers valuable opportunities for the more comprehensive tracking of learner behaviour, and the combination of these developing technologies has the potential to offer benefits in terms of professional training, meaning that their presence in companies’ training programs will likely increase in the near future (Alcañiz et al., 2018, pp. 3-4). In the present systematic literature review, we searched well-known databases for papers on VR-based ITSs, reviewed the relevant papers, analysed the review data in light of our research questions, and reported our findings. This investigation was intended to support our efforts with regard to developing a machine-learning-trained artificial intelligence (AI) tutor to observe immersed learners and scaffold (i.e., offering appropriate, adaptive, and timely guidance) hard professional skills training within an I-VRLE. More specifically, the study focused on reviewing and cataloguing published literature in an attempt to answer the following questions:

1. What solutions featuring an ITS for hard skills training in an I-VRLE have been described in the literature?
2. What types of I-VRLEs have been implemented?
3. What kinds of tutoring systems have been implemented?

**Immersive Virtual Reality Learning Environments**

In this study, our intention was to focus on implementations that utilized highly immersive virtual realities (I-VRs) in their training solutions. Two types of immersion can be distinguished from one another, namely system...
immersion and mental immersion. System immersion concerns the objective and measurable quality of a system, and highly immersive systems are capable of delivering an “inclusive, extensive, surrounding, and vivid illusion of reality” (Slater & Wilbur, 1997, pp. 3-4). Mental immersion, however, involves a subjective experience in which users achieve a sense of being in the VR space. Mental immersion involves constructing a spatialized mental model of the environment and then becoming convinced it is one’s primary frame of self-reference, that is, reasoning that one is located in the relevant space (Wirth et al., 2007, pp. 497-498). Some aspects of system immersion have stronger effects on mental immersion than others. According to Cummings and Bailenson (2016, pp. 296-297), tracking level, stereoscopy, and field of view are more influential aspects than sound quality and visuals. Moreover, according to a recent characterization by Kardong-Edgren et al. (2019), VR implementations involving head-mounted devices (HMDs) are likely to offer high levels of immersion. Other aspects they suggest should be considered include the system’s vividness, inclusiveness, extensiveness, and tracking acuity (Kardong-Edgren et al., 2019, p. 32).

I-VR technology seeks to replace users’ perception of the physical world with a high-fidelity computer-generated 3D and multi-sensory virtual environment. Knowledge is embedded in the environment’s activities, mechanisms, and objects. When the environment is constructed for the purpose of formal training, it can be referred to as an I-VRLE. In practice, I-VRLEs are used to achieve certain desired outcomes (i.e., learning goals). The constraints and affordances of a given I-VRLE can be fully modified, and they can be pointed out, hidden, or locked at different times. According to Steffen et al. (2019, pp. 689-690, 720-721), I-VR can be used to diminish negative aspects of the physical world, enhance positive aspects of the physical world, recreate aspects of the physical world, and create aspects that do not exist in the physical world. In terms of education and training, I-VR can be used with projective or interactive devices, on single-user or multi-user platforms, and to enhance the learning experience, engage the participants, motivate the participants, or improve participant achievement (Kurniawan et al., 2019, pp. 2-3). In this study, we were interested in I-VRLEs designed for hard skills training. When evaluating the existing I-VR and ITS applications, we paid particular attention to the intended learning objectives, the suggested training tasks, the utilized hardware, and the design of the virtual worlds.

**Intelligent Tutoring Systems**

The purpose of all ITSs is to automate instruction and personalize the learning experience. They are computer systems that typically consist of multiple modules, including a domain module, learner module, tutor module, interface module, and pedagogical module (Amokrane et al., 2008, p. 186). Their goal is to observe and assist learners. It has been suggested that ITSs have the capability to replace traditional educational methods with more adaptive methods delivered through or augmented with digital technologies (Soofi & Ahmed, 2019, p. 106). Such methods are intended to take into consideration the individual learner’s needs and capabilities and then to deliver personalized learning through adapting the learning materials accordingly (Virvou et al., 2003, p. 4872). In recent years, the most popular foundations for the development of tutoring systems have been web-based and computer-application-based modes (Soofi & Ahmed, 2019, p. 104). Moreover, ITSs have generally been studied from the computer sciences perspective and at a university level (Han et al., 2019, pp. 156-157;
Mousavinasab et al., 2021, p. 16; Soofi & Ahmed, 2019, p. 100). Generally speaking, it has been concluded that ITSs for academic subjects exert moderately strong effects on learning outcomes (Kulik & Fletcher, 2016, p. 67). However, in the present study, we sought to uncover more novel implementations of ITSs specifically designed for I-VRLEs and hard skills training. Thus, we focused on these tutoring systems’ perceptual capabilities, underlying cognitive processing, and guidance actions.

**Methods**

**Database Queries**

We adopted the systematic review process outlined by Neagu et al. (2020, pp. 2-4) and Soofi and Ahmed (2019, p. 100), which included several phases and review steps, as shown in Hata! Başvuru kaynağı bulunamadı. During the preparation phase, we discussed the purpose of this review paper and established the research questions, which we then used to develop the inclusion and exclusion criteria. The relevant online databases were identified based on prior systematic reviews concerning ITS technology. We performed comprehensive searches in Scopus, IEEE Xplore, Web of Science, ScienceDirect, and ACM Digital Library and systematically narrowed the query down to one that could be repeated in all of the databases.

**Figure 1. Phases and Steps of the Systematic Review Process**

We then moved on to the execution phase, which involved performing the query in a case-insensitive form using the title, abstract, and keyword fields of each database, with the exception of ACM Digital Library, where only the abstract field was available for the search. The query regarding “intelligent tutoring system” resulted in 8340 papers being identified (see Table 1). As we were not interested in papers on ITSs outside of the VR context, we included the term “virtual reality” in the search, which significantly reduced the number of results to 260. Scopus contributed the largest number of results. We then added five papers that we had previously identified as...
being potentially relevant when conducting the comprehensive queries. In addition, we removed all of the
duplicate papers, conference reviews, and books from the results before reviewing the abstracts of the target
articles.

Table 1. Number of Query Results in Each Database

<table>
<thead>
<tr>
<th>Database</th>
<th>Target fields</th>
<th>Results for “intelligent tutoring system”</th>
<th>Results for “intelligent tutoring system” AND “virtual reality”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scopus</td>
<td>TITLE-ABS-KEY</td>
<td>5203</td>
<td>189</td>
</tr>
<tr>
<td>IEEE Xplore</td>
<td>“All metadata”</td>
<td>595</td>
<td>45</td>
</tr>
<tr>
<td>Web of Science</td>
<td>Topic (title, abstract, key words)</td>
<td>1749</td>
<td>19</td>
</tr>
<tr>
<td>ScienceDirect</td>
<td>Title, abstract, or author-specified keywords</td>
<td>404</td>
<td>6</td>
</tr>
<tr>
<td>ACM Digital Library</td>
<td>Abstract</td>
<td>139</td>
<td>1</td>
</tr>
<tr>
<td>ALL</td>
<td>-</td>
<td>8340</td>
<td>260</td>
</tr>
</tbody>
</table>

Abstract Review

Next, we read through the abstracts of all the remaining papers (n=197) and assessed them based on the
previously established inclusion and exclusion criteria (see Table 2). Papers that met at least two inclusion
criteria and did not meet any exclusion criteria were accepted for a full-text review. In the case of 62 papers,
merely reading the abstract was not enough to make a decision regarding their eligibility. We could not
determine whether they had implemented an immersive form of VR technology, what the exact training topic
was, or whether a tutoring system was implemented. To address these issues, we performed an additional
content-based inspection of the relevant papers. Three articles were added to the review following the
inspection, having been discovered when we searched for the full-text versions of the papers. After the
inspection, a total of 59 papers were approved for a full-text review, while 136 papers were removed. The
removed papers did not meet the inclusion criteria, could not be retrieved, or were not available in English.

Table 2. Inclusion and Exclusion Criteria

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concerns hard skills training</td>
<td>Include</td>
</tr>
<tr>
<td>Describes a tutoring system</td>
<td>Include</td>
</tr>
<tr>
<td>The tutoring system guides learners towards achieving learning goals</td>
<td>Include</td>
</tr>
<tr>
<td>Describes the VR context</td>
<td>Include</td>
</tr>
<tr>
<td>A framework proposition or a case study</td>
<td>Include</td>
</tr>
<tr>
<td>The training context is clearly non-immersive VR</td>
<td>Exclude</td>
</tr>
<tr>
<td>Concerns training in soft skills or academic skills, such as communication or mathematics</td>
<td>Exclude</td>
</tr>
<tr>
<td>The focus is different, such as authoring tool development, child development, etc.</td>
<td>Exclude</td>
</tr>
<tr>
<td>A review or a meta-analysis</td>
<td>Exclude</td>
</tr>
</tbody>
</table>
During the additional inspection, we learned that some authors had published multiple papers concerning the same solution. These papers were closely linked together throughout the remainder of the systematic review. Moreover, we combined various authors into supposed research groups based on their affiliations with one another. This also helped us to locate papers on the same solution during the full-text review step.

**Full-text Review**

We performed a full-text review of the approved papers (n=59) after the abstract review. We re-visited our research questions and identified within them aspects that the papers should describe (see Table 3). The reviewed papers’ eligibility for the final analysis was determined based on whether they discussed and described the proposed hard skills training solution integrating VR and ITS.

<table>
<thead>
<tr>
<th>RQ1 Overview</th>
<th>RQ2 I-VRLE implementation</th>
<th>RQ3 Tutoring solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authors</td>
<td>Learning objectives</td>
<td>Perception</td>
</tr>
<tr>
<td>Domain</td>
<td>Training tasks</td>
<td>Guidance actions</td>
</tr>
<tr>
<td>Overall concept</td>
<td>Virtual reality hardware</td>
<td>Cognition</td>
</tr>
<tr>
<td></td>
<td>Virtual reality world</td>
<td></td>
</tr>
</tbody>
</table>

The first author of the present work read each paper during the full-text review and marked all instances where they described the aspects of interest. More papers were linked together based on the studied training solutions. Furthermore, 14 new papers that detailed some aspects of the same training solutions were added to the review during this step. Thus, a total of 73 papers were fully reviewed. Prior to determining the final sample, two researchers re-reviewed the suggestions for the final analysis and discussed the papers’ eligibility. Overall, 61 papers that could not be assessed (inaccessible or non-English) or did not provide an adequate description of using an ITS in a VR context were removed. The final accepted papers (n=12) provided the required descriptions of the utilized I-VRLEs and tutoring solutions.

**Final Analysis**

During the final generic qualitative content analysis step (Mihas, 2019), two researchers re-read and marked the accepted papers (n=12) individually. All of the marked phrases and paragraphs relevant to the tutoring systems and I-VRLEs were entered into a Microsoft Excel sheet and organized according to the research questions. Furthermore, we collected images of each solution and used them to interpret aspects of the constructed VR worlds and tutoring systems. After extracting and organizing the relevant material, we analysed its content across each aspect category (see Table 3). More specifically, for each aspect category, we read through the material and established a general sense of it. Then, we began coding the descriptions with labels one aspect and one training solution at a time. Whenever a new label emerged, we rechecked the previous papers’ descriptions for any instances of that label. The generated labels were inserted into landscape tables and more detailed tables that are broken down in the results section. A research question sometimes demanded descriptive answers that
did not require such an in-depth content analysis. In such cases, we focused on achieving the correct interpretation of the extracted data. The reliability of the interpretations was assessed by means of discussions between the two researchers. Finally, all of the researchers assessed the results tables and made any necessary revisions.

Results

Solutions Described in the Literature

The 12 papers included in our final analysis described seven separate solutions utilizing an ITS for hard skills training within an I-VRLE (see Table 4). Among them, Solutions 1–3 were described in single papers, while Solutions 4–7 were discussed in more than one reviewed paper. Solution 2 (“Anatomy”) was included as an exception. It passed the review process and implemented the latest I-VR; however, it merely showed promise as a platform for hard skills training (it included no drills or practice). Solution 6 (“Osprey”) presented two training solution variants applied in two different training scenarios that had different learning objectives (Buck et al., 2018).

<table>
<thead>
<tr>
<th>Solution</th>
<th>Domain</th>
<th>Concept description</th>
<th>Reviewed papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 “Driving”</td>
<td>Driving</td>
<td>An evaluative driving simulation with adaptive selection of training activities</td>
<td>Ropelato et al. (2018)</td>
</tr>
<tr>
<td>2 “Anatomy”</td>
<td>Biology</td>
<td>Free-form exploration of a frog’s anatomic structures and concepts</td>
<td>Ahn et al. (2018)</td>
</tr>
<tr>
<td>3 “Printer”</td>
<td>Additive manufacturing</td>
<td>Perform machine setup procedures according to instructions</td>
<td>Mogessie et al. (2020)</td>
</tr>
<tr>
<td>4 “Blood”</td>
<td>Industrial blood analysis</td>
<td>Perform procedures in the guidance and with the assistance of an embodied tutor agent</td>
<td>Taoum et al. (2016)</td>
</tr>
<tr>
<td>5 “Steve”</td>
<td>Naval bridge operations</td>
<td>Perform procedures in the guidance and with the assistance of an embodied tutor agent</td>
<td>Rickel &amp; Johnson (1998)</td>
</tr>
<tr>
<td>6 “Osprey”</td>
<td>(a) Aircraft maintenance</td>
<td>(a) An evaluative maintenance simulation within a virtual reality environment</td>
<td>Buck et al. (2018)</td>
</tr>
<tr>
<td></td>
<td>(b) Flight crew coordination</td>
<td>(b) Perform technical and teamwork tasks with a virtual teammate</td>
<td>Buck et al. (2017)</td>
</tr>
<tr>
<td>7 “Machine”</td>
<td>Machine operation (subject-independent)</td>
<td>Acquire abilities by executing activities within an inhabited virtual reality environment (i.e., I-VRLE featured other learners, auxiliary characters, and virtual tutors)</td>
<td>Sánchez &amp; Imbert (2007a)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Imbert et al. (2007)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Sánchez &amp; Imbert (2007b)</td>
</tr>
</tbody>
</table>

Notes. Each solution was randomly numbered and assigned a nickname for easy reference. For Solution 6 (“Osprey”), the papers described two separate training scenarios (denoted a and b when a distinction was required)
We wanted to determine whether the solutions were intended for a specific application domain, or if they could be applied more generally. Except for Solution 7 (“Machine”), all of the reviewed solutions were described within the context of a specific task domain. While the “Machine” solution was prototyped in the machine operation domain, it was proposed as a subject-independent multi-agent tutoring solution. A similar desire for generalization was also mentioned in relation to Solution 3 (“Printer”); however, the latter’s generalization was intended to support the learning of similar procedures using other additive manufacturing equipment models.

Following our evaluation of the overall concepts, we noted the active role of the learner in all of the solutions. For instance, Solution 2 (“Anatomy”) was based on learner-initiated explorative knowledge acquisition, while Solution 6b (“Osprey” b) was based on learner participation in the role-playing of a real-world situation accompanied by a virtual non-player character (NPC) teammate. In all of the other solutions, the learner was engaged in performing simulated real-world tasks. In Solutions 6a (“Osprey” a) and 3 (“Printer”), the VR training was part of a blended learning solution comprising a declarative learning part performed on a personal computer (PC) followed by an evaluative practice part performed in the I-VRLE.

The papers describing Solutions 5 (“Steve”) and 7 (“Machine”) were published prior to 2008, while the papers concerning the other solutions were published after 2015. The earlier publications described a training solution or tutoring system design, although they did not include any validation or evaluative study of the proposed solution. In fact, only Solutions 1 (“Driving”) and 2 (“Anatomy”) involved user studies. In “Driving,” Ropelato et al. (2018) studied the VR setup’s effects on simulator sickness and presence, while in “Anatomy,” Ahn et al. (2018) studied the ease of use of the interactive elements as well as the helpfulness of their system’s open educational resources (OER) search mechanism. For the other solutions, no validation studies were performed, although the authors expressed the intention to perform such studies in the future: “test and prove the generalized framework” with end users (Mogessie et al., 2020, p. 358; “Printer”), test “the impact of our proposition on the performance of the learner… influence of the presence of the virtual agent when learning a procedure” (Taoum et al., 2016, pp. 347-348; “Blood”), and test the effectiveness of the blended approach and its elements (Buck et al., 2017, p. 6; “Osprey” a).

I-VRLE Implementations

Learning Objectives and Training Tasks

Each solution offered a description of the relevant training scenario. We collected and reviewed each solution’s learning objectives and training tasks (see Table 5). The learning objectives focused on the development of unique skills related to the use of various machines and pieces of equipment (in all of the solutions except “Anatomy”), of procedural models related to various setup, maintenance, and operating tasks (in all of the solutions except “Anatomy” and “Driving”), and of adherence to specified safety procedures (in “Printer” and “Osprey” a). “Anatomy” sought to teach the definitions of the anatomical parts of a frog and tested the OER mechanism. The two-dimensional (2D) PC learning environments utilized in “Printer” and “Osprey” involved declarative learning objectives related to acquiring knowledge regarding the topic of interest. The I-VRLEs were used to practice tasks (“Printer”) or
evaluate abilities (“Osprey” a) at the end of the blended learning courses. Finally, the prototype I-VRLE associated with “Machine” aimed to educate the learner regarding the attributes of clothing and how they impact laundry tasks.

Table 5. Training Solutions’ Learning Objectives and Training Tasks

<table>
<thead>
<tr>
<th>Solution</th>
<th>Learning objective(s)</th>
<th>Training tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Driving”</td>
<td>Abilities of a good driver</td>
<td>Drive around following directions and react to both traffic and events</td>
</tr>
<tr>
<td>“Anatomy”</td>
<td>Anatomical structures and parts of a frog</td>
<td>Select virtual frog parts, receive instructions and descriptions, and search for more information using the OER search</td>
</tr>
<tr>
<td>“Printer”</td>
<td>Safety procedures, equipment components, and operating steps associated with an EOS M290 3D printer</td>
<td>Follow instructions and carry out tasks related to the printer’s operating and safety procedures</td>
</tr>
<tr>
<td>“Blood”</td>
<td>Operational actions using an automaton and preparation of reagents</td>
<td>Follow a predefined sequence of pedagogical assistance and conduct a blood analysis setup process</td>
</tr>
<tr>
<td>“Steve”</td>
<td>Operating procedures associated with naval equipment and machinery</td>
<td>Interact with a pedagogical agent demonstrating naval machine operational procedures</td>
</tr>
<tr>
<td>“Osprey”</td>
<td>(a) Correct aircraft maintenance tasks, use of equipment, fault diagnosis, and repair procedures (b) Flight crew coordination abilities and flight deck use</td>
<td>(a) Navigate around an aircraft, perform practical maintenance tasks, and follow safety protocols (b) Work with a “Virtual Pilot”, operate the flight deck, and react to guidance and flight crew coordination situations</td>
</tr>
<tr>
<td>“Machine”</td>
<td>Machine operating skills and correct procedures</td>
<td>Choose and carry out tasks related to a washing machine’s setup process</td>
</tr>
</tbody>
</table>

For all of the solutions, the training tasks complied with the relevant learning objectives. In the case of “Driving,” the learner followed directions from a satellite navigation display and practiced their driving skills in a driving simulation. In “Anatomy,” the learner picked up frog parts and received information about them. Additionally, the learner could request more information about the parts using the simulation’s OER search. In “Printer,” the learner set up a 3D printer by following the tutorial’s instructions. In “Blood,” the learner followed instructions, operated an automaton, and prepared reagents for a blood analysis process. In “Steve,” the learner practiced naval equipment operating procedures under the tutelage of an embodied virtual tutor. In “Osprey” a, the learner’s aircraft maintenance skills were put to the test as they navigated around an aircraft and performed maintenance and diagnostic tasks. In “Osprey” b, the learner operated a flight desk and carried out flight crew management tasks in the company of a “Virtual Pilot” (an NPC). In “Machine,” the learner trained to perform laundry service activities that increased in complexity. Overall, the training tasks more or less expected the learners to pay attention to pre-defined instructions, had them move or drive around a VR world, and prompted interaction with the surrounding virtual objects, tools, and mechanisms.
VR Hardware and Worlds

Each solution offered some type of information regarding the applicable VR hardware and the VR world. “Driving,” “Anatomy,” “Printer,” and “Osprey” applied the latest generation of immersive VR technology. All of them used HTC Vive devices and base station trackers. Moreover, the “Driving” solution’s hardware included a steering wheel, driver’s seat, gearbox, and pedals, whereas the other solutions used the default motion controllers. The “Steve” solution’s hardware was the only so-called legacy VR, that is, HMDs with mics, data gloves, position sensors on the head and hands, and 3D mice. “Blood” and “Machine” did not specify which VR devices were used, although vague mention was made of the possibility of using immersive VR peripherals. The “Machine” solution’s environment could also be accessed using a desktop PC or a multi-user, room-sized VR system known as CAVE™ (Cruz-Neira et al., 1993).

All of the solutions’ VR worlds were 3D and portrayed solely from the first-person perspective (see Figure 2). The “Anatomy” solution’s world was the only abstract virtual space, while the “Driving” solution’s driving simulation was set in a mock-up of a lifelike city and inhabited by AI controlled cars. The rest of the VR worlds were mock-ups of real-life working environments featuring realistic virtual objects and tools.
In addition, the “Osprey” b scenario’s VR world was inhabited by the “Virtual Pilot”. Moreover, the “Blood,” “Steve,” and “Machine” solutions’ VR worlds included an embodied humanoid virtual tutor avatar, while the “Anatomy” solution’s tutor avatar resembled a floating robot. According to the description offered by Sánchez and Imbert (2007a), the “Machine” solution’s VR world was presumably a room-like space with a virtual washing machine and other laundry-service related objects. Furthermore, the VR world’s display fidelity was likely quite low given the image we retrieved from the report by de Antonio et al. (2005, p. 50) of a VR world produced using the same software.

**Tutoring Systems**

As shown in Table 6, each solution featured a unique tutoring system. The purposes of these tutoring systems varied from one solution to the next. Some resembled tutorials (“Anatomy” and “Printer”), some focused on evaluative practical tests (“Driving” and “Osprey” a), and some attempted to interact with the learner (“Blood,” “Steve,” “Osprey” b, and “Machine”). Two distinct forms of tutors stood out, namely embedded and embodied tutors. The “Driving” and “Printer” solutions’ intelligent tutoring was primarily embedded within the respective I-VRLEs, that is, the tutor was not represented by a virtual character and guided the learner by augmenting the I-VRLE with necessary information. In “Driving,” the tutor guided the learner via the virtual car’s satellite navigation system display, while in “Printer,” instructions and hints were readable from a virtual tablet and relevant parts were highlighted in the I-VRLE. In “Anatomy,” “Blood,” “Steve,” and “Machine,” intelligent tutoring was mostly delivered to the learner by an embodied agent, that is, the tutor was represented in the I-VRLE by a distinctive virtual character. The “Blood” and “Steve” solutions’ tutor avatars were made to look like humans, whereas the “Anatomy” solution’s avatar resembled a futuristic robot. The “Machine” solution’s virtual tutor most likely had an embodied human-like frame, albeit with low fidelity (see Figure 2).

In the case of “Osprey,” the intelligent tutoring appeared to have been influenced by both embedded and embodied forms. More specifically, in “Osprey” a, the tutoring system evaluated the learner’s performance in the background, although based on the excerpted image (see Figure 2), its messages were relayed to the learner either via a virtual notifications board featuring a picture of a human-like face or through augmented information in the I-VRLE. In addition, in “Osprey” b, the tutor exhibited various embedded information augmentation capabilities, but at the same time, the authors implied that the “Virtual Pilot” had an embodied form in terms of using gestures and expressing behavioural intentions, the incorrectness of which could possibly be recognized by the learner.

The solutions also differed with regard to how directly the learner could interact with the tutoring solution itself. In “Printer,” “Blood,” “Steve,” “Osprey” a, and “Machine,” the learner was able to interact directly with the tutor system, whereas in “Anatomy” and “Osprey” b, the learner could only indirectly prompt the tutor’s actions by interacting with objects and mechanisms in the I-VRLE. Yet, in the case of the latter solution, the learner could also engage in a direct reciprocal relationship with a synthetic teammate, which could be considered a representation of the tutoring system. In “Driving,” the learner had no direct channel of communication with the
The learner’s evolving driving skills were constantly evaluated, although the authors did not specify how reckless driving would impact either the simulation or the tutoring.

Table 6. Overview of the Proposed Intelligent Tutoring Systems

<table>
<thead>
<tr>
<th>Solution</th>
<th>Overview of the tutor</th>
<th>The tutor’s form</th>
<th>Interaction with the tutor</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Driving”</td>
<td>Tutor is an algorithm that determines the optimal path during the simulation and operates in the background</td>
<td>A satellite navigation system display</td>
<td>Learner follows the satellite navigation display’s directions and distances</td>
</tr>
<tr>
<td>“Anatomy”</td>
<td>Tutor system consists of prescribed text-to-speech (TTS) instructions regarding virtual parts and enabled open-ended research (OER) searching</td>
<td>A robotic virtual avatar and a virtual video display</td>
<td>Learner interacts with virtual parts and listens to the tutor’s instructions and explanations; learner may request more information using the OER search</td>
</tr>
<tr>
<td>“Printer”</td>
<td>The application itself is a tutorial wherein the tutor’s role is to determine step correctness and monitor completion</td>
<td>A virtual tablet with hints and instructions in text form and information augmentation available</td>
<td>Learner uses the tablet to follow their progress, read instructions, and request hints</td>
</tr>
<tr>
<td>“Blood”</td>
<td>The tutor communicates with the learner via verbal and non-verbal behaviours and initiates pedagogical actions in response to the learner’s progress and behaviour</td>
<td>An embodied humanoid virtual avatar</td>
<td>Learner can choose to interact with the learning content in the I-VRLE or directly with the embodied tutor</td>
</tr>
<tr>
<td>“Steve”</td>
<td>The tutor monitors the state of the world and of the learner, responds to them, and makes changes to the I-VRLE</td>
<td>An embodied humanoid virtual avatar</td>
<td>Learner may ask questions of the tutor and observe as it demonstrates tasks</td>
</tr>
<tr>
<td>“Osprey”</td>
<td>(a) The “Virtual Instructor” assesses learner performance in real time and adapts the learning scenario (b) The “Virtual Reality Instructor” is a version of the above that guides the learner and compares their performance to pre-defined performance measures</td>
<td>(a) Information augmentation and a floating board (b) Information augmentation and a synthetic teammate</td>
<td>(a) Learner may request help, which impacts their score (b) Learner interacts with the I-VRLE and the tutor adapts the scenario in real time</td>
</tr>
<tr>
<td>“Machine”</td>
<td>The virtual tutor is the representational part of a multi-agent system that builds activity plans, monitors and controls the simulation, and monitors and communicates with the learner</td>
<td>An embodied virtual avatar</td>
<td>Learner may ask questions of the tutor and observe its clues, warnings, and descriptions of the syllabus items (course, phase, activities, main goals, and procedures)</td>
</tr>
</tbody>
</table>
Perception

As can be seen from Table 7, all of the solutions monitored the learner’s actions (“Anatomy” and “Steve”), the learner’s progress through the training (“Driving”), or both (all of the other solutions). This included but was not limited to actions such as selecting virtual objects (“Anatomy,” “Blood,” and “Machine”), interacting with the mechanisms of a virtual flight deck (“Osprey” b), operating virtual touch-screen monitors (“Printer”), viewing objects and places (“Anatomy”), and carrying objects from one place to another (“Machine”). The progress monitoring involved assessing the learner’s performance during the training by monitoring one or more of the following: the correctness of the attempted actions, errors made, assistance consultation frequency, or progress towards the predefined learning objectives. Additionally, the authors of “Osprey” characterized the context of their scenarios as open-ended problems that could be solved in numerous ways. They utilized the behaviour tree technique to interpret the likely correctness of the learner’s actions, whereas the other solutions monitored the learner’s progress in relation to a pre-defined optimal or expert path.

Table 7. Perception Capabilities of the Intelligent Tutoring Systems

<table>
<thead>
<tr>
<th>Perceptive capability</th>
<th>Solutions with the perceptive capability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Progress monitoring</td>
<td>1 3 4 6a 6b 7</td>
</tr>
<tr>
<td>Learner action monitoring</td>
<td>2 3 4 5 6a 6b 7</td>
</tr>
<tr>
<td>Head tracking</td>
<td>1 2 4 6b</td>
</tr>
<tr>
<td>Locomotion tracking</td>
<td>1 5</td>
</tr>
<tr>
<td>Questions</td>
<td>4 5</td>
</tr>
<tr>
<td>Field of view monitoring</td>
<td>5</td>
</tr>
<tr>
<td>I-VRLE state monitoring</td>
<td>5 6b</td>
</tr>
<tr>
<td>Non-verbal signals</td>
<td>4 6b</td>
</tr>
<tr>
<td>Requests for help</td>
<td>3 6a</td>
</tr>
<tr>
<td>Requests for more information</td>
<td>2</td>
</tr>
</tbody>
</table>

Notes. In Solutions 3 (“Printer”) and 6 (“Osprey” a), only the perceptual capabilities of the VR-based ITSs were considered.

Four solutions utilized head tracking data. For instance, in the “Driving” solution, the learner’s head rotation while driving influenced the scoring related to making turns, while in “Anatomy,” head tracking data were used to determine whether the learner was looking at the correct object. Furthermore, head tracking data were used to evaluate the learner’s performance in relation to pre-defined performance measures (“Osprey” b) or to monitor and interpret the learner’s non-verbal communication (“Blood”). Moreover, in “Blood,” the learner’s facial expressions and voice intonation were monitored for the same purpose.

In total, six solutions were responsive to the learner’s requests. For example, in “Printer” and “Osprey” a, the learner could request help. In the case of the former, the learner could decide to turn hints on or off using the virtual tablet, while in the latter, requesting help impacted the final evaluative score. In “Blood,” “Steve,” and “Machine,” the learner could pose questions regarding the simulations’ goals, virtual objects, or actions. In
“Anatomy,” the learner could initiate an expanded query concerning a selected frog part in order to gain more information (e.g., from YouTube, Wikipedia, etc.) using an OER search based on a self-made hierarchical ontology of frog anatomy.

The tutoring systems included in three of the solutions tracked the learner’s locomotion. The “Driving” solution’s tutor environment used locomotion data to monitor the virtual car’s route, position, and location within the simulation. The “Steve” solution’s tutor agent used such data to determine where the learner was situated in the I-VRLE. The “Machine” solution’s tutor agent was capable of tracking the learner’s itineraries and comparing them with the optimal path plan. The tutoring systems in the “Steve” and “Osprey” b solutions monitored the state of the I-VRLE, that is, changes in the state of the simulation and its objects. Finally, in the case of the older solutions (“Steve” and “Machine”), the tutoring systems were capable of monitoring the learner’s field of view.

**Guidance Actions**

As shown by Table 8, the most common forms of guidance actions provided to the learner by the tutoring systems were hints and clues. The other commonly included actions were action demonstrating, guiding attention, answering questions, and providing feedback. The unique guidance actions included describing objects’ properties, providing directions, interjecting events into the I-VRLE, modifying the task difficulty, and offering warnings.

<table>
<thead>
<tr>
<th>Guidance actions</th>
<th>Solutions with the guidance action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hints and clues</td>
<td>3 4 6a 7</td>
</tr>
<tr>
<td>Demonstrations</td>
<td>2* 4 5 7**</td>
</tr>
<tr>
<td>Attention guidance</td>
<td>4 5 6b</td>
</tr>
<tr>
<td>Answer questions</td>
<td>4 5 7</td>
</tr>
<tr>
<td>Feedback</td>
<td>3 4 6b</td>
</tr>
<tr>
<td>Descriptions</td>
<td>2</td>
</tr>
<tr>
<td>Directions</td>
<td>1</td>
</tr>
<tr>
<td>Event interjection</td>
<td>6b</td>
</tr>
<tr>
<td>Modify task difficulty</td>
<td>1</td>
</tr>
<tr>
<td>Warnings</td>
<td>7</td>
</tr>
</tbody>
</table>

*Note:* For Solutions 3 (“Printer”) and 6 (“Osprey” a), only the guidance actions of the VR part’s ITS have been included. *Solution 2 (“Anatomy”) included a virtual monitor that displayed video material discovered via the OER search. **Solution 7’s (“Machine”) virtual tutor avatar demonstrated actions as a detailed hint.

In “Printer” and “Osprey” a, the tutoring systems offered hints on an on-demand basis. More specifically, the “Printer” solution’s tutoring system displayed an instructional message concerning the next correct action and highlighted the appropriate objects, mechanisms, and directions. Similarly, the “Osprey” a scenario’s tutoring
system helped the learner to locate the necessary objects when they requested help. The specificity of the information varied based on the frequencies of the requests and errors made in the latter scenario. Otherwise, the solution focused more on evaluating than guiding the learner. The “Blood” solution’s tutoring system highlighted objects and provided explanations of those objects and the related training goals in response to negative expressions on the part of the learner. In “Machine,” the tutor agent was able to offer hints with varying levels of detail when the learner appeared to be confused, looked or moved away from the target, or had not attempted an action for a while. The most detailed level of hints involved demonstrations of the next correct action. Likewise, in “Steve,” the embodied tutor avatar could perform demonstrations of the expected actions. In “Blood,” the embodied tutor avatar was stationed between the automaton (an automated blood sample analyser machine) and the desk for preparing the reagents (substances in vials and test tubes). However, the authors claimed that the demonstrations could be viewed as animations in the I-VRLE. Finally, “Anatomy” included a virtual video display in the I-VRLE through which demonstrations and other video material discovered using the OER search could be viewed.

The tutor agents in “Blood,” “Steve,” and “Machine” were designed to answer the learner’s questions about the virtual objects, training goals, purposes of actions, or next expected actions. More specifically, in “Blood,” the embodied tutor avatar guided the learner’s attention via verbal signals and by pointing at objects. Similarly, the “Steve” solution’s embodied tutor avatar used gaze and gestures to direct the learner’s attention towards relevant objects. By contrast, in “Osprey,” the learner received tactile feedback, such as the vibration of the controller, intended to guide their attention towards relevant instruments.

Three tutoring systems provided feedback to the learner within the I-VRLE. For instance, in “Printer,” the feedback was intended to let the learner know if they were following the correct procedural steps. The “Blood” solution’s embodied tutor avatar could respond to the learner’s mistakes by providing negative feedback through verbal signals and facial expressions. The “Osprey” scenario’s tutoring system provided feedback through verbal or textual comments or by highlighting areas of the I-VRLE.

The unique guidance actions available in the “Driving” solution’s driving simulation included providing the learner with directions based on their location in relation to the next event in the virtual city and adjusting the difficulty of such events as the learner progressed through the simulation. The “Anatomy” solution’s robotic virtual avatar provided informative descriptions of virtual objects after the learner had selected them in the I-VRLE. The “Osprey” scenario’s tutoring system would interject events into the I-VRLE when the learner did not appear to be paying attention. For example, it would make the “Virtual Pilot” perform a task incorrectly to provoke a reaction on the part of the learner. Finally, the “Machine” solution’s virtual tutor avatar would warn the learner if they failed to follow the optimal route to the required destination.

Cognition

The cognitive features of the reviewed solutions, as presented in Table 9, spanned three of the four major components considered typical of an ITS (see, e.g., Pavlik et al., 2013), that is, the domain model, the student
model, and the pedagogical model. The domain model comprises a set of skills, knowledge, and strategies concerning the topic being tutored. The student model consists of the cognitive, affective, motivational, and other psychological states inferred based on the learner’s performance during the training. The pedagogical model takes the domain and student models as inputs and selects strategies, steps, and actions regarding what the tutor should do next (Pavlik et al., 2013). The fourth major component, namely the tutor-student model or user interface, was implemented through the perception and guidance actions aspects.

Table 9. Cognitive Features of the Reviewed Solutions

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Framework</td>
<td>-</td>
<td>-</td>
<td>CTAT</td>
<td>MASCARET</td>
<td>Soar</td>
<td>-</td>
<td>MAEVIF</td>
</tr>
<tr>
<td>Domain model</td>
<td>Activities graph</td>
<td>Branched programming</td>
<td>Behaviour graph</td>
<td>UML ontology</td>
<td>Procedural network</td>
<td>Behaviour graph</td>
<td>Syllabus*</td>
</tr>
<tr>
<td>Student model</td>
<td>ZPD</td>
<td>-</td>
<td>KC</td>
<td>Memory model</td>
<td>Hierarchical plan state</td>
<td>Student modelling agent*</td>
<td></td>
</tr>
<tr>
<td>Pedagogical model</td>
<td>ZPDES algorithm</td>
<td>Fixed user-triggered actions</td>
<td>Example tracing BKT</td>
<td>UML Pedagogical scenarios</td>
<td>Simplified partial order planner</td>
<td>Example tracing</td>
<td>Tutoring agent*</td>
</tr>
<tr>
<td>NLU/Dialogue</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>AIML/FIPA messages</td>
<td>Keywords</td>
<td>Text</td>
<td>Question types*</td>
</tr>
</tbody>
</table>

Notes. A dash (-) indicates that the feature was not present. An empty value indicates that information concerning the feature was not available. *Architectural concept. NLU = natural language understanding; ZPD = zone of proximal development; ZPDES = zone of proximal development and empirical success; CTAT = cognitive tutor authoring tools; KC = knowledge component; BKT = Bayesian knowledge tracing; MASCARET = Multi-Agent System for Collaborative, Adaptive & Realistic Environments for Training; UML = unified modelling language; AIML = artificial intelligence markup language; MAEVIF = model for the application of intelligent virtual environments to education.

Framework and Domain Model

Among the seven solutions, four were based on an existing cognitive or ITS framework. The applied framework determined each solution’s architecture and features, including the domain model and how it was authored. “Printer” utilized an external ITS service based on the cognitive tutor authoring tools (CTAT) toolset (Aleven et al., 2015), which was consulted to determine the correctness of the learner’s actions. By using the CTAT, an author can build a domain model by recording all of the foreseen solution paths that the learner could take as a behaviour graph. Furthermore, the author can annotate the graph to make it apply to variations in the path, in addition to being able to add incorrect solution paths. “Blood” was implemented using MASCARET (Buche et al., 2003), a framework for modelling the ontology of a domain using an extension of the unified modelling
language (UML), which allows for the use of widely available UML modelling tools and enables the division of modelling tasks between domain experts and pedagogical experts (Chevaillier et al., 2012). The “Steve” solution differed from the other solutions due to not building its domain model on an ITS framework. Instead, it utilized the generic Soar cognitive architecture (Laird et al., 1987), which was reflected in the tutoring solution’s name (Soar training expert for virtual environments = Steve). While building Soar-based intelligent agents normally requires the costly authoring of production rules, “Steve” allowed the author to build the domain model using a procedural network consisting of hierarchical task plans, which were automatically converted into Soar production rules (Rickel & Johnson, 1999). In the case of “Machine,” the authors restricted their description of the solution to its abstract architecture. The tutoring solution was based on MAEVIF (de Antonio et al., 2005), an architectural framework centred on the principle of implementing the functional parts of an ITS as software components known as “agents.” The authors substituted the basic tutoring module in MAEVIF with their own tutoring module and described the domain model in their solution as a “syllabus,” a hierarchical structure specifying the courses, phases, actions, activities, and objectives of the solution.

Among the solutions that were not based on a framework, “Driving” authored the domain model as an activity graph reflecting the possible transitions from one exercise to the next. In the case of “Osprey,” the authors offered no description of their domain model apart from stating that it was a behaviour graph. “Anatomy” did not model the domain using an overlay model (Pavlik et al., 2013), instead providing fixed branched programming actions triggered by user interactions.

Pedagogical and Student Models

The pedagogical model of “Anatomy” relied on simple branched programming, executing fixed triggers such as checking where the learner was looking before proceeding to the next action. The solution had no student model, which precluded individual adaptation. “Printer” based its pedagogical model on example tracing (Aleven et al., 2009), whereby the system matched the learner’s solution path to multiple parallel candidate paths authored in the domain model. To guide the outer loop of the pedagogical model (i.e., problem selection), the system maintained a student model that calculated the probability that the student had mastered each knowledge component (KC) defined by the author. In this context, KCs represent the smallest units into which the knowledge to be learned can be decomposed (Aleven & Koedinger, 2013). The probabilities were updated by means of Bayesian knowledge tracing (BKT) as the learner traversed links in the domain model (Corbett & Anderson, 1994). Again, the authors of “Osprey” did not describe their pedagogical model in detail, although their description resembled an example-tracing mechanism.

In its pedagogical model, “Driving” considered the problem of selecting the best sequence of driving exercises in order to achieve the best learning outcomes. The authors described their model as an application of the ZPDES algorithm (Clement et al., 2014), which relies on a reinforcement learning (RL) (Sutton & Barto, 2018) algorithm to find the learner-specific zone of proximal development (ZPD) by selecting exercises that are not too easy while also maximizing the overall success rates of the exercises. This was the only reviewed tutoring solution for which the authors described the application of a machine-learning algorithm. In “Blood,” the ITS
loops executed pedagogical scenarios that made use of a library of actions intended to guide or correct the learner, which the authors referred to as the “pedagogue.” These constructs were essentially rules that could consider the learner and the world state, as authored in UML by a pedagogical expert (Buche et al., 2010). The authors described a student model imitating human memory, wherein model concepts (entities, actions) representing what the learner is instructed to do were placed in the “working memory.” The working memory represented what the learner was expected to work on. If the learner performed an action that was inconsistent with the contents of the working memory, the system performed guidance actions.

In “Machine,” the authors described an abstract “tutoring agent” module that executed ITS loops over the “syllabus” in coordination with a “student modelling agent,” which was a module that maintained the student model. The implementation of this architecture in the pilot system was not described. Among the reviewed solutions, “Steve” was associated with the most complex and most flexible pedagogical model. During every decision cycle, “Steve” consulted the underlying Soar truth management system, which provided information about which goals of the procedural task model (represented in Soar as production rules) were currently satisfied and used that information to mark parts of the task model as relevant. The information regarding the relevant tasks constrained the planning algorithm and greatly reduced the search space for planning the next action. In addition to guiding the learner in the next step, the current plan could guide the avatar in performing an action sequence involving demonstrating the task. The supporting student model consisted of the current state of the production rules representing the task plan as well as an episodic memory that recorded the state of the world when each step was executed (Rickel & Johnson, 1999). The history of the world state allowed the system to respond to unexpected changes in the environment, for example, to re-execute parts of the plan that were undone, skip over parts that had had their goals serendipitously achieved, or present cue phrases to indicate the relation between the current and previous steps. In addition, the causal links in the procedural task model allowed “Steve” to answer the learner’s queries about “why” something should be done, and combined with the additional “debrief” rules, to answer another or repeated query regarding a demonstration it has already performed.

*Natural Language Understanding and Dialogue*

Among the reviewed tutoring solutions, “Blood,” “Steve,” and “Machine” all mentioned the cognitive capability to engage in a question-answer dialogue with the learner. Again, “Machine” only prescribed an architectural taxonomy of basic to expert questions that the learner could answer, which meant that it did not describe a mechanism for handling the required cognitive processing of the dialogue. The natural language understanding (NLU) functionality in “Blood” considered an I-VRLE architecture wherein the ITS functionality and the VR environment were implemented in separate components. The authors described an NLU interface between these components based on the formal FIPA-SL language (Poslad, 2007). To recognize the semantic content of learner utterances, the system armed the VR environment with authored artificial intelligence markup language (AIML) templates that mapped incoming speech patterns to their semantic meanings. The VR environment matched incoming speech to the templates and, if a match was found, communicated the semantic meaning of the speech utterance to the ITS using FIPA-SL. The semantic content of a recognized utterance fired rules in the
UML pedagogical scenarios. If such a rule triggered a speech response, the ITS communicated the semantic content of the response as FIPA-SL to the VR environment, which translated the semantic content into the appropriate computer-generated speech. Through this arrangement, the ITS rules could work with clean semantic symbols, while the mapping of those symbols to natural language was left to the VR environment. “Steve” described a similar mechanism involving authored text templates for its “speak” actions. By way of speech input, it only recognized a few keywords (e.g., “Why?”), although it maintained a dialogue context and included actions for listening for an active speaker. In addition, by maintaining a discourse focus stack (see Grosz & Sidner, 1986), “Steve” could resume a dialogue after an interruption (Rickel & Johnson, 1999).

**Discussion**

The present literature review has revealed that ITS and I-VR technologies have only rarely been applied together in the context of hard skills learning over time and in different domains. The learning objectives within I-VRLEs have generally focused on helping learners to attain procedural knowledge. Learning objectives concerning declarative knowledge were exclusively realized in “Anatomy” and in blended learning lessons (“Printer” and “Osprey”) before the learner used the I-VR. However, various information augmenting methods were utilized by most of the tutoring systems to display descriptions, explanations, and demonstrations as guiding actions within the I-VRLEs. As such, learning objectives related to declarative knowledge also seem attainable within the studied I-VRLEs.

In this review, roughly half of the tutoring systems were embedded in the environment, while half employed a virtual avatar as the tutor. Presenting the tutor in an embodied form has previously received support due to the persona effect (Lester et al., 1997), that is, that fact that the presence of a life-like avatar can have a strong positive impact on the learning experience. This effect was first discovered among middle school children and later noticed among adults who followed virtual presentations (Van Mulken et al., 1998). To the best of our knowledge, the persona effect has not previously been studied in the context of learning within I-VRLEs.

The majority of the reviewed training solutions resembled tutorials with high regulation and an expected order of actions. One might even ask, where is the pedagogy and how impactful are these types of tutorials? The student models associated with the reviewed tutoring systems concentrated on the learner’s capability to perform the correct actions and remain on the optimal path. However, I-VR technology can enable more detailed tracking capabilities and offer new possibilities for monitoring the learner. The aim when creating a tutoring system should be to develop a system equally capable of providing both cognitive and affective guidance (Lepper et al., 1993). In addition, Roscoe and Chi (2007, p. 552) discovered that guiding learners was more impactful when elements of knowledge-building (e.g., engaging learners in producing knowledge through reflecting on their actions) were incorporated into the tutoring when compared with tutoring based on knowledge-telling elements (e.g., the tutor telling the learner what they are supposed to know or do).

The “Blood” solution’s tutoring system was the only one in which some level of affect monitoring was applied. The tutoring system was designed to infer the learner’s negative expressions based on non-verbal
communication and offer guidance accordingly. Cognitive learning theories have long been favoured over affective theories when it comes to developing tutoring solutions (Woolf et al., 2009, p. 131). Consequently, most of the tutoring systems were concerned with whether or not the learner was aware of the next correct action. Furthermore, we noticed that the training solutions exhibited three different ways of dealing with learner idleness. The first way was to try and prevent it by allowing the learner to request hints at any time. The second way was to interject events into the I-VRLE in an effort to force the learner to react. Finally, the third way was simply to enforce hints when enough time had passed since the learner last progressed in the training.

The different cognitive architectures underlying the intelligent behaviour of the reviewed solutions represented different implementation traditions. Several of the solutions extended existing ITS frameworks, retaining a student model that was originally developed to support web-based training. Such frameworks may severely constrain the tutoring capabilities of an I-VRLE, as their domain modelling approach would become excessively costly when the learner action space expanded from simple web-based exercises to long, stateful procedural sequences performed in a simulated environment. By contrast, the generic cognitive approaches exemplified by “Steve” can implement many intelligent behaviours that are useful in terms of supporting procedural learning in such complex settings. However, none of the reviewed solutions attempted to utilize more recent generic cognitive architectures, such as ACT-R or Clarion (for a review, see Bach, 2009). Even “Anatomy,” which was based on the CTAT toolset, chose example tracing over the ACT-R-based cognitive tutoring functionality in the toolset. One possible explanation for this is that the cost of authoring a detailed domain model for a generic cognitive architecture remains too high when using current tools.

Although a natural language speech dialog is especially important in relation to an I-VRLE with limited input affordances, the natural language understanding and generation capabilities of the reviewed systems were clearly very limited, with none of the systems attempting an auto-tutor-like tutoring dialogue (Graesser et al., 1999). “Driving” employed a control loop capable of online learning based on the user’s behaviour. The authors also mentioned the possibility of pre-training their model using data collected from user sessions. Interestingly, none of the other solutions employed either machine learning or connectionist approaches, instead relying on old fashioned AI (McDermott & O’Reilly, 2015). The future incorporation of generic cognitive architectures, affective learning models using machine-learning-based perception, and state-of-the-art NLU may require revisiting the discussion concerning what should be considered the minimum level for an ITS in this context. Indeed, earlier definitions (e.g., Aleven et al., 2015, p. 235; VanLehn, 2006) may not adequately describe the capabilities expected from a tutor intended to support hard skills learning in an I-VRLE.

Finally, we acknowledge that only a small number of solutions met our inclusion criteria. In part, we consider this to be a fundamental issue associated with the literature review method, as authors may not include canonical terms within their keywords and abstracts. The majority of prior studies concerning ITSs have focused on the education (formal schooling) domain, which we deliberately excluded due to our focus on the professional learning context. In addition, the latest work conducted on the new and inexpensive class of VR hardware that has been available since 2016 may not yet feature in the literature, or despite the work exhibiting many ITS-like behaviours, may not be considered to incorporate a formal ITS element.
Conclusion

We have reviewed papers that described training solutions in which ITS technology was implemented in order to guide hard skills acquisition in an I-VRLE. While there is a long tradition of ITS research, its implementation in I-VRLEs remains a novel research branch. However, separate from this tradition, it is possible that some researchers have developed other adaptive tutoring solutions for I-VRLEs. The scope of our study only included papers featuring ITSs.

This review indicated that the described hard skills training using VR was exclusively completed either in realistic mock-ups of the learner’s real-life environment or using full mock-ups of the work equipment to be trained. A recent meta-analysis (Kaplan et al., 2021, p. 10) argued that digital learning environments are generally made to resemble real-life working contexts in an effort to minimize the negative effects on performance transfer. The meta-analysis revealed that, to date, training involving extended reality technologies, such as I-VR, has matched up with training in traditional settings. Yet, none of the papers in this review included actual empirical studies comparing the effectiveness of their I-VRLE/ITS or examining the impact on learning results such as performance transfer.

Overall, it appears that I-VR technology will be increasingly used to provide training through emulations of realistic situations. However, we should not ignore the fact that in its current phase of development, I-VR technology may increase inequality in relation to education. Indeed, not all learners can afford it, while some learners may not be able to use it. Yet, I-VR technology could help with rehabilitation, and it could also be harnessed to render certain practical training and manufacturing processes more sustainable. Ultimately, I-VR is a tool that needs to be combined with various technologies, and we can still influence its development and use.

Recommendations

Based on the findings of this review, we suggest that future studies involving I-VRLEs should: 1) clearly state which I-VR devices were applied, 2) offer a detailed description of the proposed virtual learning environments, 3) specify which learning theories influenced the design and use of the I-VR system, and 4) empirically study the learning results of differently equipped I-VRLEs and compare their effectiveness to other digital tools. Moreover, if an ITS of any kind is developed and applied, researchers should: 5) provide detailed descriptions of its perceptual, cognitive, and guidance capabilities, and 6) study and compare the impacts of the ITS and its features (such as embodied and embedded tutor forms) on learning processes and results. This would enable researchers to perform detailed reviews and meta-analyses as well as to offer design suggestions based on empirical research.
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